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1. 前言

本文件按照GB/T 1.1—2020《标准化工作导则 第1部分：标准化文件的结构和起草规则》的规定起草。

本文件由北京市经济和信息化局提出。

本文件由北京市经济和信息化局归口。

本文件起草单位：中关村软件和信息绿色创新服务联盟、中国信息通信研究院、北京世纪互联宽带数据中心有限公司、国富瑞数据系统有限公司、曙光数据基础设施创新技术（北京）股份有限公司、电科云（北京）科技有限公司、北京万国长安科技有限公司、北京英沛特能源技术有限公司

本文件主要起草人：徐斌、王梦迪、李尚、齐曙光、李镇江、李宏鹏、吕军、范娟、井光磊、李技、张鹏南、宋树昆、邹元霖、卢永红

数据中心节能设计规范

* 1. 范围

本文件规定了数据中心节能总体要求、余热回收、云边协同节能设计要求、选址和设备布置节能要求、建筑与结构节能要求、制冷系统节能设计要求、供电系统节能设计要求、环境监控及智能化管理系统节能要求、IT系统节能设计要求等内容。

本文件适用于各类新建及存量数据中心，包括云数据中心、边缘数据中心和超算数据中心等。

* 1. 规范性引用文件

下列文件中的内容通过文中的规范性引用而构成本文件必不可少的条款。其中，注日期的引用文件，仅该日期对应的版本适用于本文件；不注日期的引用文件，其最新版本（包括所有的修改单）适用于本文件。

GB/T 7106 建筑外门窗气密、水密、抗风压性能分级及检测方法

GB 50174 数据中心设计规范

GB 55015 建筑节能与可再生能源利用通用规范

DB11/687 公共建筑节能设计标准

YD/T 2543-2013 电信互联网数据中心（IDC）的能耗测评方法

DB11/T 1139 数据中心能源效率限额

DB11/T 1768-2020《建筑水表配置规范》

DB11/T 1770-2020《民用冷却塔节水管理规范》

* 1. 术语和定义

下列术语和定义适用于本文件。

数据中心 data center

是指为信息的集中处理、存储、传输、交换、管理等提供运行环境的场所，包括计算机设备、服务器设备、网络设备、存储设备等电子信息设备，以及供电系统、温控系统、监控系统、消防系统等基础设施。

云数据中心 cloud data center

是指为云计算提供运行环境的建筑场所。数据在云端进行传输，云计算数据中心为其调配所需的计算能力，并对整个基础构架的后台进行管理。

边缘存算 edge computing

是指在网络边缘侧或靠近边缘侧进行数据存储和处理的分布式存算形式。

边缘数据中心 edge data center

是指靠近用户侧部署、为边缘计算提供运行环境的建筑场所，机架数量不超过100个标准机架。

超算数据中心 supercomputing data center

是指为超级计算提供运行环境的建筑场所。

电能利用效率（PUE）power usage effectiveness

一定时间周期内数据中心总电能消耗量与信息设备电能消耗量的比值。

水资源使用效率（WUE）water energy usage effectiveness

一定时间周期内数据中心水资源消耗量与信息设备电能消耗量的比值。

* 1. 节能总体要求
		1. 总体要求

数据中心设计应符合GB 50174的要求。

数据中心任何节能设计均不应以牺牲后端ICT设备的寿命和降低系统的安全为代价，不得影响整个数据中心安全稳定运行。

数据中心任何节能设计要在保证供数据中心稳定、可靠和安全运行基础上，优先采用各类节能设备、各子系统节能技术以及机房整体节能技术。

数据中心通过节能设计应优先采用可再生能源和自然冷源，应利用各类节能技术提升能效，从而降低整体能耗以及碳排放量。

数据中心应当为第三方检测、监测、评价等机构取证、采集接入设备提供相应接口。

* + 1. 能效要求

电能使用效率
按照YD/T 2543-2013的要求，数据中心电能使用效率PUE值可由公式（1）算出。

 $PUE=\frac{E\_{total}}{E\_{IT}}$ ()

式中：

ETOTAL为数据中心消耗总电能，单位为kWh；

EIT为主设备消耗电能, 单位为kWh。

数据中心年平均PUE应满足DB11/T 1139相关要求。

水资源使用效率

数据中心宜根据用途选择使用非传统水源，宜使用中水、再生水，推进水资源循环利用，并应对不同水源、不同用途进行水资源分项计量。

数据中心水资源使用效率（WUE）可由公式（2）算出：

 $WUE=\frac{W\_{total}}{E\_{IT}}$………………………………………………(2)

式中：

WTOTAL为数据中心消耗总用水，单位为L；

EIT为主设备消耗电能, 单位为kWh。

数据中心水资源使用效率（WUE）应不高于1.6L/kW·h。

新、改、扩建的数据中心应按照DB11/T 1768-2020的要求对内部水表进行选型、配置和安装。

宜考虑数据中心常规水和非常规水回收利用设置，进一步提升水资源使用效率。

* + 1. 能耗要求

不同类型数据中心能耗指标要求如下：

* 1. 新建云数据中心单机架功率不应低于6kW，用于数据存储功能的机柜功率比例应不高于机柜总功率的20%。
	2. 对于平均单机架功率低于3kW的数据中心应进行改造，改造后数据中心消耗总电能不得超过改造前。
	3. 余热回收
	4. 各类新建数据中心应进行热源利用，采用余热回收利用措施。
	5. 各类存量数据中心宜采用余热回收利用措施。通过自用、对外供热等方式加强余热资源利用。
	6. 云边协同节能设计要求

边缘数据中心和云数据中心应为相互协调运作关系。

* 1. 需要低延时和节省带宽的场景可以采用边缘的解决方案，即边缘数据中心的设备应进行计算；
	2. 时延不敏感、对带宽消耗不大的传统业务仍然可以采用云数据中心方案解决，即云数据中心的设备进行计算。
	3. 室内边缘数据中心宜采用微模块数据中心形式或室外集装箱形式，从而实现在业务端灵活部署。
	4. 选址和设备布置节能要求
		1. 选址节能要求

数据中心选址应符合下列要求：

* 1. 数据中心选址应考虑当地环境条件的影响，远离产生粉尘、油烟、有害气体以及生产或贮存具有腐蚀性、易燃、易爆物品的场所，远离洪涝、滑坡、泥石流等自然灾害的威胁区域，远离强电磁场干扰、含有害物质土壤等有害区域，远离住宅等噪声敏感建筑物。
	2. 应选择电力供给充足可靠，通信快速畅通，交通便捷的区域，且数据中心的能耗应满足区域相关要求。
	3. 采用水蒸发冷却方式制冷的数据中心，宜优先选取再生水管网覆盖范围内的区域。
	4. 在可再生能源充足区域，应优先利用可再生能源。
	5. 应选择自然环境清洁，空气质量优质的区域，从而有利于进一步应用自然风冷源。
	6. 设置在建筑物内局部区域的数据中心，在确定主机房的位置时，应对安全、设备运输、管线敷设、雷电感应、结构荷载、水患及空调系统室外设备的安装位置等问题进行综合分析和经济比较。
		1. 设置布置节能要求
	7. 数据中心机房布局时应整体把握，合理规划，统筹安排，宜按模块化布局，合理设置楼层，适应数据中心动态扩展。
	8. 设备的布局应考虑空调系统送风方式与主设备的气流组织相吻合，若方向不一致时应安装导流板或者盲板等形式，保持气流组织的畅通。
	9. 变配电、不间断电源机房等支撑类设备宜设置在用电负荷中心，应优化供电线路设计，缩短供电半径，降低线路损耗。
	10. 对分散式空调系统，空调室外机平台宜设置在通风良好、避免阳光直射的位置，并邻近数据中心；对于半分散式或集中式空调系统，空调制冷机房宜接近空调负荷中心，如采用列间空调、背板空调、顶置空调等近端制冷设备，预留设备扩展位置，满足机房动态扩展需要。
	11. 建筑与结构节能要求
		1. 围护结构热工设计和节能要求
	12. 数据中心的建筑气候分区应符合GB 55015的规定，围护结构热工设计应符合DB11/687的规定。当主机房与外围护结构相邻时，对应部分外围护结构的热工性能应根据全年动态能耗分析情况确定最优值；
	13. 数据中心围护结构的材料选择应满足保温、隔热、防火、防潮、少产尘等要求。外墙、屋面热桥部位的内表面温度不应低于室内空气露点温度；
	14. 当采用气灭系统保护时，数据中心无需设置机械排烟系统；
	15. 主机房不宜设置外窗。当主机房设有外窗时，外窗的气密性不应低于GB/T 7106规定的8级要求或采用双层固定式玻璃窗，外窗应设置外部遮阳，得热系数SHGC应符合GB 50189要求。不间断电源系统的电池室设有外窗时，应避免阳光直射。
		1. 室内装修节能要求
	16. 室内装修设计选用材料应符合GB 50174有关规定。
	17. 室内装修设计选用材料应满足本地区环保相关要求。
	18. 数据中心优先采用可再循环利用的建筑材料。
	19. 制冷系统节能设计要求
	20. 大型数据中心宜设置蓄冷设施，蓄冷时间应满足电子信息设备的运行要求；
	21. 控制系统、末端冷冻水泵、空调末端风机应由不间断电源系统供电；
	22. 冷冻水供回水管路宜采用环形管网或双供双回方式。
	23. 当水源不能可靠保证数据中心运行需要时，也可采用两种冷源供应方式；
	24. 空调和制冷设备的选用应符合运行可靠、经济适用、节能和环保的要求，宜选择环保工质制冷设备；
		1. 自然冷源利用
	25. 冬天寒冷环境气候条件下，应充分利用自然冷源；
	26. 云数据中心宜采用水冷冷水机组空调系统，也可采用风冷冷水机组空调系统；
	27. 采用水冷冷水机组的空调系统，冬季可利用室外冷却塔作为冷源，其智能化运维控制应符合DB11/T 1770-2020相关要求；
	28. 采用风冷冷水机组的空调系统，设计时应采用自然冷却技术；
	29. 如当空气质量优良时，可采用全新风空调系统；
	30. 空调系统可采用电制冷与自然冷却相结合的方式。结合环境气候条件，采用变频空调变工况自然冷却或完全/部分自然冷却，也可以采用直接蒸发冷却或间接蒸发冷却等充分利用自然冷源的技术；
	31. 数据中心空调系统设计时，应分别计算自然冷却和余热回收的经济效益，应采用经济效益最大的节能设计方案；
	32. 应注意结霜情况，具备相应的防冻措施。
		1. 气流组织

数据中心空调系统的气流组织形式，应根据电子信息设备本身的冷却方式、设备布置方式、设备散热量、室内风速、防尘和建筑条件综合确定，并宜采用计算流体动力学对主机房气流组织进行模拟和验证。

数据中心宜采用冷热通道隔离等其他气流组织优化措施，从而避免冷热风混风而带来的降低能效的风险。

* + 1. 近端制冷

数据中心空调系统宜采用列间空调、背板空调、顶置空调等最接近主设备系统的制冷方式，通过缩短送风距离等进一步提升制冷系统能效。

* + 1. 液冷要求
	1. 对于新建超算等高功率密度机柜的数据中心，宜采用液体冷却技术方案；
	2. 对于改造类数据中心，当传统制冷方式节能效果有限时，宜采用液冷技术；
	3. 液体冷却技术方案应满足全年均可进行自然冷却条件。
		1. 高效制冷设备

空调和制冷设备的选用应符合运行可靠、经济适用、节能和环保的要求，宜采用高效的制冷设备，如变频空调、EC风机等。

* + 1. 大型蓄冷方案
	1. 鼓励数据中心水冷系统采用大型蓄冷设施，蓄冷削峰量不低于2小时设计负荷；
	2. 采用削峰填谷节省运行费用、平衡优化整个电网运行；
	3. 提高安全性的同时提高供水温度、延长自然冷却时长、提高制冷系统综合能源效率。
		1. 高效制冷整体方案

数据中心宜采用空调自适应调节方式即依据负荷发热量以及数据中心整体环境温湿度等参数动态调节不同空调设备的工作状态的方法，提升空调系统整体能效。

* 1. 供电系统节能设计要求

供电电源系统应根据数据中心的等级进行配置。

* + 1. 市电+保障电源供电方式

数据中心宜采用ICT设备侧的输入电源由1路市电加1路保障电源组合构成的市电直供供电方式。保障电源可为交流不间断电源系统，也可为直流不间断电源系统。

* + 1. 240V/336V高效直流供电方式

数据中心宜采用240V/336V高效直流供电系统，通过采用模块化技术，合理配置，适应数据中心负载变化，可依据负荷情况随时扩容。

* + 1. 可再生能源供电方式

数据中心宜利用可再生能源。

可通过直接购买并应用可再生能源电力、在中国绿色电力证书认购平台上认购绿色电力证书、应用自建分布式可再生能源电站所发电力等方式应用可再生能源。

* + 1. 高效供电方案

数据中心应采用信息化系统和数字化控制方式，动态调整供电系统和设备的工作模式，如模块休眠技术等，有效提升供电系统的整体能效。

供电系统应缩短供电距离，可采用贴近ICT设备的分布式供电方式，如网络机柜用分布式电源系统，减少供电时线路上的损耗。

* + 1. 储能方案

数据中心可利用锂电池、储氢和飞轮储能、压缩空气储能等作为数据中心多元化储能和备用电源装置。

数据中心宜加强动力电池梯次利用产品推广应用。

* 1. 环境监控及智能化管理系统节能要求
		1. 智能化系统要求
	2. 数据中心智能化系统宜采用统一系统平台，利用集散或分布式网络结构及现场总线控制技术，支持各种传输网络和多级管理；
	3. 系统平台应具有集成性、开放性、可扩展性及可对外互联等功能；
	4. 系统采用的操作系统、数据库管理系统、网络通信协议等应采用国际上通用的系统；
	5. 智能化系统应包括BA系统、动环系统、电力监控系统等；
	6. 智能化系统应具备显示、记录、控制、报警、提示及趋势和能耗分析功能，并基于智能化策略进行动态控制各类基础设施系统和设备，使整个数据中心的冷、电、水、油等能源指标在最优工况下运行。
		1. 环境和设备监控系统要求
	7. 数据中心宜对能源进行单独管理，实时监测数据中心冷、电、水、油等能源指标；
	8. 数据中心应对信息设备、冷热源、输配系统和照明等各部分能耗应进行独立分项计量；
	9. 数据中心宜运用数字化技术手段进行实时诊断分析，提出优化能源管理建议；
	10. 数据中心应能够监测和控制各区域的温度、露点温度或相对湿度等环境参数，当环境参数超出设定值时，应报警并记录；
	11. 核心设备区及高密设备区宜设置机柜微环境监控系统，并应依据环境温度等参数动态调节空调系统状态。
	12. IT系统节能设计要求

在不影响业务应用前提下，应采用节能型信息设备和IT系统架构方面进行系统优化和监管，以达到IT系统节能减排效果。

* + 1. IT设备选择要求

IT设备包括但不限于：

* 1. 服务器和计算机系统：服务器、工作站、小型主机、信息安全设备等；
	2. 网络和通信系统：交换机、路由器、防火墙、网络分析仪、负载均衡设备等；
	3. 数据存储系统：固态盘存储设备、磁盘存储设备、光盘库存储设备、磁带存储设备等；
	4. 辅助电子设备：网络管理系统、可视化显示和控制终端等安装在主机房内的电子设备。
	5. 应采用节能技术的IT设备，宜采用大容量存储介质提高数据存储空间密度和电能利用率。
		1. IT系统节能总体要求
	6. 应具有电源管理及休眠技术应用。
	7. 宜采用高效定制化IT设备，包括但不限于多节点服务器、整机柜服务器和液冷服务器等。
	8. 宜采用高能效比、耐高温、耐腐蚀、空气洁净度要求低的设备。
	9. 宜通过IT设备状态采集和运维等手段，实现数据中心计算、存储资源的高效调度，提高数据中心算力和算效等级。
		1. 数据中心存储能耗要求

数据中心以计算业务为主，存储功能的信息设备能耗比例不高于数据中心机柜总能耗的20%。

* + 1. IT系统算力要求
	1. 数据中心应满足政务服务和民生需求，完善公共算力资源供给，优化算力服务体系，提升算力服务调度能力；
	2. 对于需后台加工存储、对网络时延要求不高的业务，宜向能源丰富、气候适宜地区的数据中心集群调度；
	3. 对于面向高频次业务调用、对网络时延要求极高的业务，宜向城市级高性能、边缘数据中心调度；
	4. 对于其它算力需求，宜向本区域内数据中心集群调度。

